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Edge-Cloud Continuum in a Nutshell

 A large pool of interconnected resources

 Usually hierarchical/layered and globally 
heterogeneous 



The Promises of Serverless

No infrastructure management Flexible elastic scaling

High reliability & availability No idle capacity 



Serverless Computing in a Nutshell

 Serverless ≠ No Servers

 Natural evolution in Cloud 
Computing 

 Novel Function as a Service (FaaS) 
Paradigm

 Novel execution model



Function Isolation and Virtualization 
Models

 Containers (K-Native on Kubernetes )

 MicroVMs - Firecracker (AWS Lambda)

 V8 Isolates (Cloudflare, Deno Deploy)

 WASM runtime (Fastly)

 Unikernels (Mainly academia)



Function as a Service (FaaS)

 A type of serverless computing where 
developers can deploy and run code in 
response to events or requests

 Application is decomposed into 
“triggers” and “actions” (functions)

• Developers write functions and upload 
them to a FaaS platform 

• Functions are triggered by events, such as 
a user request or a change in data

 Example: Thumbnail image processing 



Popular Serverless Platforms

 Cloud-First
• AWS Lambda

• Azure Functions

• Google Cloud Functions

 Edge-First
• Cloudflare Workers

• Fastly Compute@Edge

 Open source
• OpenWhisk

• OpenFass



Serverless Beyond the FaaS

Serverless “support BaaS services”

 API Gateways for synchronous 
(request-based) communication

 Object stores for persistent state 
management

 Database change streams for 
reacting to data changes (DynamoDB 
Streams)

 Function orchestration (Step Function)

Serverless managed Cloud 
services
 Serverless relational database (Amazon 

Aurora)

 Serverless container management (AWS 
Fargate)

 Serverless warehouse (Google BigQuery) 

T. Larcher, P. Gritsch, S. Nastic and S. Ristov, "BAASLESS: Backend-
as-a-Service (BaaS)-Enabled Workflows in Federated Serverless 
Infrastructures," in IEEE Transactions on Cloud Computing



Serverless Beyond the Cloud

 Serverless was born in the Cloud and 
remains largely limited to the Cloud

 True potential of Serverless is unlocked 
in the Edge-Cloud continuum 

• Localized computation (Edge locations 
vs datacenters) 

• Low network latency due to proximity 
to the user

• Flexible geo-restrictions, compliance, 
etc. 

Nastic, S., Dustdar, S., Philipp, R., Alireza, F., & Pusztai, T. (2022). A Serverless Computing Fabric for 
Edge & Cloud. In 4th IEEE International Conference on Cognitive Machine Intelligence (CogMi).

Serverless Compute Fabric
 Edge-Cloud native BaaS services 

 Distributed and decentralized 
messaging solutions (Emma)

 Lightweight and secure virtualization 
and isolation (WASM) 

 Edge-native state management 
(Durable Objects)



The Promises of Serverless

No infrastructure management Flexible elastic scaling

High reliability & availability No idle capacity 



Many Opportunities …

 Fine-grained pay-per-use model with 
preserved SLOs

 Optimal resource usage with Scale-to-
Zero

 Rapid elasticity & auto-scaling due to 
lightweight virtualization 

 Native cloud offloading 

 True utility-based resource consumption

 Disaggregation of compute and storage

 Stateless workflows and life-cycle

 Effortlessly parallelizing 
computing 

 Extremely bursty workloads

 CUP-bound applications

 Developing scalable Edge-
native solution

 True event-driven applications 

 ….



Serverless Horror Stories
Examples from the Wild: A runaway function 

 What is a runaway 
function?

 There are no default 
safeguards in place to 
prevent runaway functions



Serverless Horror Stories
Examples from the Wild: A service misconfiguration

 Serverless functions don’t live 
in isolation (“support 
services”)

 Serverless says nothing about 
configuring & managing 
other edge-cloud services

 Arguably more complex 
ecosystem 



Main Challenges with Serverless in 
Edge-Cloud Continuum

Performance Challenges
 Startup/scheduling latency (“cold 

start”)

 Lack of performance isolation (“noisy 
neighbors”) 

 Inconsistent performance due to 
hardware heterogeneity (also present 
in Cloud only solutions!)

Data Management Challenges
 Function execution latency due to 

lack of data locality 

 State management for stateful 
computations

 Efficient and cost-effective caching 
solutions 

 Particularly important for emerging 
Edge AI workloads

Nastic, S., Dustdar, S., Philipp, R., Alireza, F., & Pusztai, T. (2022). A Serverless Computing Fabric for 
Edge & Cloud. In 4th IEEE International Conference on Cognitive Machine Intelligence (CogMi).



Main Challenges with Serverless in 
Edge-Cloud Continuum

Reliability Engineering Challenges
 Dealing with function failures beyond 

simple retries

 Network partitioning can render functions 
useless (detached storage) 

 SLO-aware provisioning of functions 
(beyond memory and CPU)

 Interoperability and portability of functions

Software Development Challenges
 A misconfiguration of services and  

resources

 Bad coding practices

 Wrong or incomplete error handling 
mechanism

 Testing of the functions, beyond the 
unit tests

 Resource quotas & limits

Nastic, S., Dustdar, S., Philipp, R., Alireza, F., & Pusztai, T. (2022). A Serverless Computing Fabric for Edge 
& Cloud. In 4th IEEE International Conference on Cognitive Machine Intelligence (CogMi).



Project Polaris

 Enabling SLO-  and reliability- awareness 
in the Edge-Cloud

 Evolved into an ecosystem of tools and 
framework for the serverless Edge-Cloud 
continuum 

 Polaris is hosted by Linux Foundation as a 
SIG of a broader Project Centaurus

 Very active GitHub: 
https://github.com/polaris-slo-cloud

 

Nastic, S., Morichetta, A., Pusztai, T., Dustdar, S., Ding, X., Vij, D. and Xiong, Y., 2020. SLOC: Service level 
objectives for next-generation cloud computing. IEEE Internet Computing, 24(3), pp.39-50.



Polaris SLO Framework

SLO Script Elastic StrategiesMonitoring 

Pusztai, T., Morichetta, A., Pujol, V.C., Dustdar, S., Nastic, S., Ding, X., Vij, D. and Xiong, Y., 2021, September. SLO script: A novel language for 
implementing complex cloud-native elasticity-driven SLOs. In 2021 IEEE International Conference on Web Services (ICWS) (pp. 21-31). 



SLO Controllers

 Developed as Monitoring, SLO, and 
Scaling Controllers

 Reference implementation extends 
Kubernetes

 Orchestrator/platform independent 
control loop 

Pusztai, T., Morichetta, A., Pujol, V.C., Dustdar, S., Nastic, S., Ding, X., Vij, D. and Xiong, Y., 2021, September. 
A novel middleware for efficiently implementing complex cloud-native SLOs. In 2021 IEEE 14th International 
Conference on Cloud Computing (CLOUD) (pp. 410-420). 



Predictive Monitoring Controllers 
Results



SLO User Tool Suite  

SLO Framework UI

Tooling demo video on YouTube: https://www.youtube.com/watch?v=JVZ4hB2AmGs

SLO Script CLI



Polaris Scheduler for Edge-Cloud 
Continuum

 Plugins-based, Edge-sensitive, and SLO-aware scheduling framework for Edge-Cloud Continuum

Nastic, S., Pusztai, T., Morichetta, A., Casamayor Pujol, V., Dustdar, S., Vii, D., & Xiong, Y. (2021). Polaris scheduler: Edge sensitive and slo aware 
workload scheduling in cloud-edge-iot clusters. In IEEE 14th International Conference on Cloud Computing (CLOUD) (pp. 206–216).

Scheduler’s 
Plugins

Scheduling 
Lifecycle

Latency and bandwidth 
variance values are used 
to assess the QoS 
requirements (stability of 
the network connections)



Dealing with the Scale of the Edge-
Cloud Continuum

Pusztai, T., Nastic, S., Casamayor Pujol, V., Raith, P., Dustdar, S., 
Vij, D., & Xiong, Y. (2023). Vela: A 3-Phase Distributed Scheduler 
for the Edge-Cloud Continuum. In The 11th IEEE International 
Conference on Cloud Engineering (IC2E 2023)

 The Edge-Cloud Continuum 
is very large in scale

 We need to work with a 
sample of the infrastructure 
nodes

 We introduced a 3-phase 
distributed scheduler



Scheduler Global Scalability Results

Scalability with Respect to Infrastructure



Scheduler Global Scalability Results

Scalability with Respect to Workload Throughput



Scheduler SLO Compliance Results

Avg. Max Latencies vs SLO Bounds Avg. Min Bandwidth vs SLO Bounds

Pusztai, T., Nastic, S., Morichetta, A., Casamayor Pujol, V., Raith, P., Dustdar, S., … Zhang, Z. (2022). Polaris Scheduler: SLO- and Topology-aware 
Microservices Scheduling at the Edge. 



Metadata-based Workload Profiling

 Address the SLO and 
scheduling bootstrapping 
problem 

 Main idea: use apriori 
available meta data to profile 
workloads
 Profile generation based on 

dynamic data
 Profile classification based on 

static metadata

 Main insight: We can learn a 
lot about the future workload 
by looking at its metadata 

e.g., XGBoost                                           e.g., HDBSCAN



Metadata-based Profiler Results

Predicting job duration

 1000 proportionally-sampled 
jobs not used for training

 Use avg duration in each 
profile as prediction

 RMSEperc below 5% for more 
than 80% of the profiled jobs 

Morichetta, A., Casamayor Pujol, V., Nastic, S., Dustdar, S., Vij, D., Xiong, Y., & Zhang, Z. (2023). PolarisProfiler: A Novel 
Metadata-Based Profiling Approach for Optimizing Resource Management in the Edge-Cloud Continnum. In The 18th IEEE 
International Symposium on Service-Oriented System Engineering (SOSE 2023).



Work in progress

Optimal function 
invocation for WASM-
based FaaS 

Intelligent sampling in a 
heterogeneous 
infrastructure

Using cold starts to 
improve data transfers 
between functions



Conclusion

 Main promises of serverless computing
 Main concepts of serverless computing paradigm

 FaaS – Function as a Service

 BaaS – Backend as a Service

 Function virtualization and isolation approaches

 Serverless = FaaS + BaaS 
 Project Polaris – towards serverless computing fabric for  the edge-cloud continuum

 SLO managements

 Scheduling 

 Profiling



Thank you for your attention!
 Find me at: www.nastic.at

 Drop me an email: snastic@dsg.tuwien.ac.at
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