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Introduction

• Traffic prediction
• Speed, volume, density…

• Forecast horizons: short-term (15 min), mid-term (30-min) and long-term (60-
min)
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Introduction
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What are graphs?
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• In general: G = (V, E)
• V = {𝑣1, … , 𝑣 𝑉 } – set of nodes

• 𝐸 = {𝑒1, … 𝑒|𝑉|} – set of edges

• 𝑒 = 𝑣𝑖 , 𝑣𝑗 ∈ 𝐸 – connection relationship between 2 nodes

• In ML: G = (X, A)

• 𝑋 ∈ ℝ 𝑉 𝑥 𝑀 - node feature matrix
• M – number of node features

• 𝐴 ∈ ℝ 𝑉 𝑥 |𝑉| - adjacency matrix

• 𝐴𝑖𝑗 = 1 𝑖𝑓 𝑣𝑖 , 𝑣𝑗 ∈ 𝐸, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝐴𝑖𝑗 = 0



Types of graphs
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Graph Representation Learning
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• Bridge between original input data and task objective in the graph
• Learn embedded representation of nodes or entire graph from the input

• Apply embedded representations to downstream related tasks
• Node classification, graph classification, link prediction, etc.

• Node embedding
• 𝐻 ∈ ℝ𝑁𝑥𝐷



Graph Representation Learning

10/07/2025 7



GRL Methods
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Graph Neural Networks (GNNs)

• A type of neural network for graph-structured data
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Graph Neural Networks (GNNs)
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Graph convolutions…

• Graph Convolutional Networks (GCN)

• Chebyshev Graph Convolutional Neural Networks (ChebConv)

• Graph Sample and Aggregation (GraphSAGE)
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However…
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Spatio-Temporal Graph Neural Networks

• 𝒢𝑡 = (𝒱𝑡 , ℰ𝑡 ,𝑊)
• 𝒱𝑡 - set of verteces at time step t

• ℰ𝑡– set of edges at time step t

• 𝑊 ∈ ℝ𝑛 𝑥 𝑛 - weighted adjacency matrix
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Spatio-Temporal Graph Neural Networks

• Spatio-Temporal Graph Convolutional Network (ST-GCN)

• Diffusion Convolutional Recurrent Neural Network (DCRNN)

• Spatio-Temporal Autoregressive Model (ST-AR)
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Centralized
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Limitations
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Previous works

• M. Nazzal et. al. [1]
• Enabled semi-decentralized inference by deploying a pre-existing model, with 

no support for semi-decentralized training

• L. Giaretta et. al. & R. Olshevskyi et. al. [2, 3]
• Explored the challenges and solutions associated with fully decentralized 

training of GNNs, with their solution not tailored to ST-GNNs
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Semi-decentralized training of ST-GNNs

• Semi-decentralized ST-GNN architecture inspired by Nazzal et. al. [1]

10/07/2025 18



Training approaches

• Centralized - Base

• Traditional Federated Learning

• Server-free Federated Learning

• Gossip Learning
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Traditional Federated Learning
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Server-free Federated Learning
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Gossip Learning
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Testbed
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Simulator
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Experimental setup

• METR-LA & PeMS-BAY

• 3 horizons

• Evaluation metrics

• Sensors are distributed across 7 cloudlets based on proximity and
communication range (8 km)
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Results
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Results
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Results
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Conclusion and future work

• Semi-decentralized setups are comparable to centralized approaches 
in performance metrics

• Highlight overlooked issues in existing literature for distributed ST-
GNNs
• Variation in model performance across different geographical areas

• Communication overhead and computational cost due to large receptive field
of GNNs

• Future work – focus on reducing communication overhead
• Remove duplicated nodes and features
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Training of GNNs

• Forward & backward pass
• Goal: Update weights and gradients

• Loss function
• Compare predicted values with ground truth

• Optimization algorithm
• Minimize error in loss function
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